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Why take this course?

Artificial Intelligence is one of the most interesting fields of
research today, and language is the most compelling manifestation

of intelligence.



Course Information

Website www.cs.ox.ac.uk/teaching/courses/2016-2017/dl

Textbooks No specific text,

• a good DL reference is:
Goodfellow, Bengio, and Courville,
Deep Learning. www.deeplearningbook.org

• for a general background in ML:
Machine Learning: A Probabilistic Perspective
Bishop, Pattern Recognition and Machine Learning

Lectures 4–6pm Tuesday and Thursday
No lectures in week 2!

Practicals 7 lab sessions, Weeks 2-8
Demonstrators: Brendan Shillingford, Yishu Miao, and
Yannis Assael

Assessment take home exam.

www.cs.ox.ac.uk/teaching/courses/2016-2017/dl
www.deeplearningbook.org


Provisional Lecture Schedule

Week 1 1. Introduction Phil Blunsom (Oxford and DM) and Wang Ling (DM)

2. Lexical Semantics Ed Grefenstette (DM)

Week 2 No lectures

Week 3 3&4. RNNs and Language Modelling Phil Blunsom

Week 4 5. Text Classification Karl Moritz Hermann (DM)

6. RNNs and GPUs Jeremy Appleyard (nvidia)

Week 5 7&8. Sequence Transduction Chris Dyer (CMU and DM)

Week 6 9&10. Speech Andrew Senior (DM)

Week 7 11. Question Answering Karl Moritz Hermann

12. Memory Ed Grefenstette

Week 8 13. Linguistic Structure Chris Dyer

14. Conclusion Phil Blunsom



Prerequisites

Maths • Linear Algebra,
• Calculus,
• Probability.

Machine Learning

• Evaluating ML models
(train/validation/test split, cross validation etc.),

• overfitting, generalisation, and regularisation,
• optimisation

(objective functions, stochastic gradient descent),
• linear regression and classification, neural networks

(common non-linearities, backpropagations etc.).

Programming
Knowledge of, or ability to learn quickly, a NN toolkit
(e.g. Torch, TensorFlow, Theano, DyNet etc.)



What this course is, and is not, about

This course will survey the use of Deep Learning techniques for a
range of Natural Language Processing applications.

This is not a general course on NLP. There is a lot more to
language and computational linguistics, and many interesting
paradigms beyond deep learning, than we will cover.



Language Understanding

CNN article:

Document The BBC producer allegedly struck by
Jeremy Clarkson will not press charges
against the “Top Gear” host, his lawyer
said Friday. Clarkson, who hosted one of
the most-watched television shows in the
world, was dropped by the BBC Wednesday
after an internal investigation by the
British broadcaster found he had subjected
producer Oisin Tymon “to an unprovoked
physical and verbal attack.” . . .

Query Who does the article say will not press
charges against Jeremy Clarkson?

Answer Oisin Tymon



Speech Processing and Machine Translation

Les chiens aiment les os

Dogs love bones

Speech Recognition (ASR)

Machine Translation (MT)

Text to Speech (TTS)



Image Understanding

1

VQA: Visual Question Answering
www.visualqa.org

Aishwarya Agrawal⇤, Jiasen Lu⇤, Stanislaw Antol⇤,
Margaret Mitchell, C. Lawrence Zitnick, Dhruv Batra, Devi Parikh

Abstract—We propose the task of free-form and open-ended Visual Question Answering (VQA). Given an image and a natural
language question about the image, the task is to provide an accurate natural language answer. Mirroring real-world scenarios, such
as helping the visually impaired, both the questions and answers are open-ended. Visual questions selectively target different areas
of an image, including background details and underlying context. As a result, a system that succeeds at VQA typically needs a
more detailed understanding of the image and complex reasoning than a system producing generic image captions. Moreover, VQA
is amenable to automatic evaluation, since many open-ended answers contain only a few words or a closed set of answers that can
be provided in a multiple-choice format. We provide a dataset containing ⇠0.25M images, ⇠0.76M questions, and ⇠10M answers
(www.visualqa.org), and discuss the information it provides. Numerous baselines and methods for VQA are provided and compared
with human performance. Our VQA demo is available on CloudCV (http://cloudcv.org/vqa).
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1 INTRODUCTION

We are witnessing a renewed excitement in multi-discipline
Artificial Intelligence (AI) research problems. In particular,
research in image and video captioning that combines Com-
puter Vision (CV), Natural Language Processing (NLP), and
Knowledge Representation & Reasoning (KR) has dramati-
cally increased in the past year [16], [9], [12], [38], [26],
[24], [53]. Part of this excitement stems from a belief that
multi-discipline tasks like image captioning are a step towards
solving AI. However, the current state of the art demonstrates
that a coarse scene-level understanding of an image paired
with word n-gram statistics suffices to generate reasonable
image captions, which suggests image captioning may not be
as “AI-complete” as desired.
What makes for a compelling “AI-complete” task? We believe
that in order to spawn the next generation of AI algorithms, an
ideal task should (i) require multi-modal knowledge beyond a
single sub-domain (such as CV) and (ii) have a well-defined
quantitative evaluation metric to track progress. For some
tasks, such as image captioning, automatic evaluation is still
a difficult and open research problem [51], [13], [22].
In this paper, we introduce the task of free-form and open-
ended Visual Question Answering (VQA). A VQA system
takes as input an image and a free-form, open-ended, natural-
language question about the image and produces a natural-
language answer as the output. This goal-driven task is
applicable to scenarios encountered when visually-impaired
users [3] or intelligence analysts actively elicit visual infor-
mation. Example questions are shown in Fig. 1.
Open-ended questions require a potentially vast set of AI
capabilities to answer – fine-grained recognition (e.g., “What
kind of cheese is on the pizza?”), object detection (e.g., “How

• ⇤The first three authors contributed equally.
• A. Agrawal, J. Lu and S. Antol are with Virginia Tech.
• M. Mitchell is with Microsoft Research, Redmond.
• C. L. Zitnick is with Facebook AI Research.
• D. Batra and D. Parikh are with Georgia Institute of Technology.

Does it appear to be rainy? 
Does this person have 20/20 vision? 

Is this person expecting company? 
What is just under the tree? 

How many slices of pizza are there? 
Is this a vegetarian pizza? 

What color are her eyes? 
What is the mustache made of? 

Fig. 1: Examples of free-form, open-ended questions collected for
images via Amazon Mechanical Turk. Note that commonsense
knowledge is needed along with a visual understanding of the scene
to answer many questions.

many bikes are there?”), activity recognition (e.g., “Is this man
crying?”), knowledge base reasoning (e.g., “Is this a vegetarian
pizza?”), and commonsense reasoning (e.g., “Does this person
have 20/20 vision?”, “Is this person expecting company?”).
VQA [19], [36], [50], [3] is also amenable to automatic
quantitative evaluation, making it possible to effectively track
progress on this task. While the answer to many questions is
simply “yes” or “no”, the process for determining a correct
answer is typically far from trivial (e.g. in Fig. 1, “Does this
person have 20/20 vision?”). Moreover, since questions about
images often tend to seek specific information, simple one-
to-three word answers are sufficient for many questions. In
such scenarios, we can easily evaluate a proposed algorithm
by the number of questions it answers correctly. In this paper,
we present both an open-ended answering task and a multiple-
choice task [45], [33]. Unlike the open-ended task that requires
a free-form response, the multiple-choice task only requires an
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What is the man holding?
Does it appear to be raining?

Does this man have 20/20 vision?

Agrawal et al., VQA: Visual Question Answering, ICCV 2015.



Linguistic Structure

Sense

Example 
Dependency parsing 

I   saw   her   duck

Idioms

He kicked a goal
He kicked the ball
He caught the ball

He kicked the bucket

Reference
The ball did not fit in the box because it was too
[big/small].

etc.



Next lecture, Wang Ling:
Deep Neural Networks Are Our Friends


